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Terms and Abbreviations

Acronym Definition

D Deliverable
WP Work Package

M Month

MS Milestones

QoS Quiality of Service

loT Internet of Things

SLA Service Level Agreement

K8s Kubernetes!

MicroK8s? Micro Kubernetes

COMPSs Component Superscalar framework (from BSC)
OKD Openshift Kubernetes distribution

UCs Use Cases

1 Kubernetes is an open-source container-orchestration system for automating application deployment,

scaling, and management: https://kubernetes.io/
2 Kubernetes version for loT, Edge devices, workstations etc. https://microk8s.io/
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This deliverable (D4.7) accompanies the final release of the “Cloud Data Analytics
Service Management and Scalability” components for the CLASS project. This includes
the results of WP4 tasks, “4.2. Data Analytics Service Management” and “4.3. Data
Analytics Service Scalability”, done between months M16-M29, and the ATOS
contributions to “WP3 Edge Computing” in task “3.2. Develop, experiment and
evaluate edge platform agent for analytics”.

As both deliverables D4.3 (“Final release of the Cloud Data Analytics Service
Management components”) and D4.5 (“Final release of the Cloud Data Analytics
Service Scalability components”), as planned according to the CLASS DOW [1], are very
related to each other, it has been decided to merge3 their content into this new
deliverable, thus providing a more complete picture of the envisioned Cloud

computing environment.
The scope of the current deliverable comprehends:

= A functional and technical description of the final release of the cloud (and
edge) standalone environment, including the requirements, detailed designs

and scientific findings
= theinstallation manuals and technical documentation of the different software

components found in the overall final prototype

3 This change has been communicated to the Project Officer and is in the process of being formally
approved through an amendment.
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Introduction

About this deliverable

The main goal of CLASS is to deliver a platform to support the development of big data
analytics in Edge and Cloud for Smart Cities and Connected Cars Use Cases, including
the provision of QoS guarantees. In this context, one of the main objectives is to
provide a cloud computing environment to allow developers to focus on tasks and not
on cloud computing specific details.

Following the requirements, specifications and results presented in MS1 and MS2
deliverables, D4.1 [2], D4.2 [3] and D4.4 [4], the purpose of this deliverable is to
present the work done in the third phase (“Two-stage Data-in-motion Real-time
Analysis (M16-M29)”) of the project, which includes the release of a cloud
environment coordinated with the edge layer for data analytics service management
and scalability. It also merges the envisaged content of deliverables D4.3 and D4.5 into
one single document.

Relation to other deliverables and work packages

Figure 1 shows the relationship between the CLASS WPs. This document includes not
only the work done in WP4, but also the contributions to WP3 in the context of the
cloud data analytics service management and scalability set of tools developed during
M16-M29. During the previous period, the focus has been placed on the cloud
environment part. On one side, during this period we improved the work done in this
area, and on the other side, we also developed new features that cover WP3 activities,
such as task 3.2, “Develop, experiment and evaluate edge platform agent for
analytics”.

Data Analytics Platform
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Figure 1 — CLASS architecture & WPs
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Finally, the results of this deliverable will be part of the validation deliverables from
WP3 (“Validation of the CLASS edge computing subsystem”) and WP4 (“Validation of
the Cloud Data Analytics Service Management and Scalability components”) to be
presented on M36.

This document is structured as follows:

Section 1 contains the introduction, the glossary of terms used in this
document, and the description of the document’s structure.

Section 2 presents the functional description of the released Cloud and Edge
environment platform.

Section 3 describes the main changes included in this final release and the
technical aspects of this platform, including the architecture of the different
platform elements, the exposed interfaces and the execution environment.
Section 4 presents the installation and usage guides, including the links to the
code repositories and demo videos.

In section 5, two demonstration scenarios of the Cloud and Edge environment
platform are presented.

And finally, section 6 presents the conclusion.

This section contains the list of terms used in this deliverable in order to clarify its
meaning to the readers:

Rotterdam is the Cloud Data Analytics Service Management and Scalability
component responsible for the deployment and management of the tasks
running on the Cloud and Edge containers orchestrators it manages.
A Rotterdam Task is an application or a long-running service that runs on
containers orchestrators managed by the Cloud and Edge environment system.
It encapsulates all the elements and properties needed to run the application
in a container orchestrator. In the case of Kubernetes and Openshift?, a
Rotterdam Task is composed by the Deployment, Services and Pods entities
needed to be defined and created before running the correspondent
containers in the platform. Apart from this information, a Rotterdam task also
defines the following properties:
o The name and URL of the containerized application
o The cluster identifier (where to run the application)
o The dock identifier (in which namespace of the cluster the container
orchestrator will run the application)
o Number of initial instances or replicas
o QoS requirements and policies (e.g., scaling out the application if there
is a violation)

4 Openshift Community Distribution (OKD) of Kubernetes optimized for continuous application
development and multi-tenant deployment: https://www.okd.io/

("))
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"name": "redis-app",
"dock": "class",
"qos": {
"name": "NoMissedDeadlines",
"description": "scale out task if missed deadlines > 0"},
"replicas": 5,
"containers": [{
"image": "redis",
"ports": [{
"containerPort": 6379,
"hostPort": 6379,

"protocol": "tcp"}1}}

Rotterdam task example: definition of a redis application with QoS requirements

A Rotterdam Dock is a logical workspace for Rotterdam tasks, used to abstract
away the resources and elements of the underlying infrastructure to be shared
among a set of tasks. In Kubernetes and Openshift, it is called a namespace or
project.

A Rotterdam Infrastructure defines a container orchestrator, its location, and

the properties needed to access it. Rotterdam supports the following K8s
distributions: Kubernetes, Openshift and MicroK8s.

A COMPSs®> Workflow is an application composed by a set of data analytics
functions that can be distributed and executed as asynchronous parallel
operations.

COMPSs Tasks (or workflow tasks) are the analytics functions which are part
of a workflow.

Kubernetes (Openshift) Pods are the smallest deployable units managed in
Kubernetes and Openshift. Usually, one Pod corresponds to one docker
container.

A Kubernetes (Openshift) Deployment is a Kubernetes element that describes
an application’s lifecycle. Usually, deployments are composed by one or more
pods.

apiVersion: apps/vl
kind: Deployment
metadata:
name: redis-deployment
labels:
app: redis
spec:
replicas: 3
selector:
matchLabels:
app: redis
template:
metadata:

Wil

("))

> COMP Superscalar (COMPSs) is a framework for the development and execution of applications in

distributed infrastructures : https://github.com/class-euproject/compss

10
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labels:

app: redis
spec:

containers:

- name: redis
image: redis:latest
ports:
- containerPort: 6379

Deployment example: definition of a redis application

A Kubernetes (Openshift) Service is an abstraction which defines a set of pods
and a policy to access these pods. In other words, services are used to expose
applications running on Kubernetes or Openshift.

Modena Data Center is the location of the main Cloud testbed enviroment
used in WP4 and UCs.

The final version of the standalone Cloud and Edge environment components presents
the improvements and changes made to the platform features presented in the first
release, and described in deliverables D4.1 [2], D4.2 [3] and D4.4 [4]. This release also
presents the implementation of new infrastructure and service management features
for the data analytics service developers. As it was stated in these previous
deliverables, the main objectives of the Cloud Data Analytics Service Management and
Scalability system can be summarized as follows:

To provide a transparent deployment and lifecycle management of data
analytics resources, including the logical and physical orchestration of Cloud
and Edge resources and the applications running on them.

To assess the fulfilment of data analytics services’ QoS requirements by
creating, managing and evaluating SLAs, including the implementation of a
dynamic adaptation and orchestration mechanism of Cloud and Edge
resources to ensure the QoS of these analytics services.

These two objectives are completely fulfilled with the improvement of the features
delivered in the first release, and with the new features implemented during this third

project phase:

Transparent lifecycle management of data analytic workloads in multiple Cloud
and Edge clusters

Creation and management of connections to multiple Cloud and Edge
containers orchestrators (e.g. K8s, Microk8s and Openshift)

Deployment and management of applications and serverless functions in Edge
devices

Real-time QoS guarantees, SLA management and data analytics service

scalability
Performance monitoring of data analytics workloads and infrastructures

This section provides a full description of all these functionalities.

11
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One of the main objectives of the Cloud Data Analytics Service Management and
Scalability set of tools is the simplified deploymet and lifecycle management of data
analytics tasks in multiple containerized orchestrators located in different places, in
Cloud and Edge. As it was described in the first release deliverable (D4.2 and D4.4),
this set of tools was already able to deploy and manage these kinds of applications in
one cloud infrastructure. This has been improved for this final release by enabling the
deployment and management of these applications in more than one orchestrator at
a time. Thus, this new release supports the management and monitoring of multiple
applications and workflows running on multiple containerized orchestrators at the
same time, allowing users to select the cluster or location that better fits their needs
together with other properties.

In order to launch a data analytics workflow previously packed as a containerized
application (i.e. a docker image), a user needs to define the following properties:

- The identifier of the container orchestrator located in the cloud or in an Edge
device. If not defined the system will use the default cluster, which should be
the main orchestrator deployed in the Cloud.

- The containerized application URL and the initial number of instances /
replicas. In the case of COMPSs workflows this number corresponds to the
number of workers required by the master.

- The QoS constraints defined for this application or workflow, which are used
later to generate the SLAs. These QoS requirements can be defined in a simple
JSON format or by using an identifier of a previously defined QoS template.

Internal complexities are transparent to final users. This means that these users don’t
have to take care of the management and configuration of the orchestrators, clusters
and servers elements.

By default, the Cloud Data Analytics Service Management and Scalability system
manages one Cloud infrastructure (i.e., Openshift cluster located in Modena Data
Center). This default Cloud environment is the one presented in the first release
deliverables and the one that will be used by the Use Cases in the final evaluation. This
feature has been improved during the last year to make it possible for final users or
service providers the deployment of their applications in different locations. The same
way Kubernetes Cluster Federations do, this new feature gives them the possibility to
create new connections to other cloud and edge infrastructures by defining the
locations of existing containers orchestrators and the way to access them. This way
they have more choices to deploy their applications according to their needs.

12
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The final version of the Cloud and Edge environment system supports the deployment
and management of data analytics workflows in the following containers
orchestrators:

- Kubernetes
- Openshift
- Micro Kubernetes (MicroK8s)

Users must only define the identifier of the cluster or orchestrator, in order to deploy
their applications in a specific place. They do not need to care about the internal
complexities required to deploy and manage applications in different clusters.

Apart from connecting and managing multiple orchestrators, one new feature
presented in this final release is the ability to install, at runtime, new MicroK8s
instances in "empty" Edge and Cloud devices, and to manage them. First, users must
define a connection to a remote device. This device requires to have no container
orchestrator installed in it. Then, users can use this connection to deploy in this remote
device a MicroK8s instance.

MicroK8s is a lightweight version of Kubernetes, very easy to install, which is made for
Edge, 10T and developer workstations. It supports Windows, MacOS and a wide range
of Linux distributions, and it comes together with plugins for Prometheus (monitoring)
and Knative (serverless functions).

Furthermore, the Cloud Data Analytics Service Management and Scalability system
supports not only containerized applications, but also serverless functions, or in other
words, users can also use this platform to execute functions in Edge devices with
Kubeless® deployed on MicroK8s. When deploying a MicroK8s in an Edge device, the
user can include the Kubeless functionality to enable the execution of functions. Later,
the user can deploy there functions the same way a user can deploy tasks in the
available orchestrators or locations.

Users and service providers can specify a set of QoS requirements or constraints for
their data analytics applications. These QoS requirements can include, for example,
the maximum number of missed deadlines for workflows tasks, the latency of a
specific application, or any other metrics collected by the monitoring tools used by the
system. Users can also define the actions they want to execute in the case the system
detects that these QoS requirements are not met. All these specifications are defined
at deployment time, before launching a workflow or application.

6 Kubeless is a Kubernetes-native serverless framework for deploying and managing serverless
functions: https://kubeless.io/

13
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These requirements and actions definitions are then transformed into SLAs (and their
guarantees), so they can be monitored by the platform. The platform checks during
runtime that these guarantees are met by constantly gathering and evaluating the
metrics associated to them.

In case the SLA management and monitoring parts of the system detect that one or
more guarantees are not met, they will generate violations. These violations are
processed later by other components of the system to take the required actions. These
actions offer a dynamic adaptation and orchestration of Cloud and Edge resources
according to the actions defined by the user, like the automatic scalability of the
applications that caused the SLA violations. These actions are also transparent to the
user.

The platform relies on a set of monitoring tools responsible for gathering the metrics
defined in the SLAs. These tools are integrated with the Cloud Data Analytics Service
Management and Scalability system, and include the following applications:

- Prometheus
- Prometheus Pushgateway
- Grafana

The Prometheus instance deployed in the main Cloud infrastructure (i.e., Openshift
cluster from Modena Data Center) collects metrics from the cloud infrastructure and
the applications running on it. It also connects to the Prometheus Pushgateway, which
is used by other applications to expose custom metrics. Grafana’ is used to visualize
the metrics collected by Prometheus.

Edge devices with MicroK8s also make use of their Prometheus instances. These
Prometheus instances can be connected to the main platform.

This section describes the final architecture of the Cloud platform environment and its
components, including the changes with respect to the previous release version
described in deliverables D4.2 and D4.4.

The Cloud Data Analytics Service Management and Scalability components from final
release present some major changes with respect to the architecture and technical
characteristics defined and presented in previous release. These major changes
include the following:

- Added support for multiple infrastructures / containers orchestrators
(described in section 2.1 and 2.2).

7 https://grafana.com/

14
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New Edge layer added to the platform. As described in section 2.3, the system
now supports the deployment and management of MicrokK8s and Kubeless in
Edge devices. This includes the applications and serverless functions running
on them.

Improvement and extension of the CaaS APl Gateway. New methods have
been added to provide external users with new functionalities.

The SLA Manager can read from multiple sources (monitoring tools). This
module was updated to get metrics from more than one source (e.g.
Prometheus) at the same time.

The SLA Manager REST API was also updated to access the new functionalities
implemented in this project phase.

Rotterdam application has been rewritten in Golang. First version was written
in Clojure, which requires the JVM? to run. Thus, the new dockerized version
requires less resources and space to run.

The JSON definitions used to create and launch applications and COMPSs
workflows in Rotterdam have been simplified. Old JSON files are still valid.

The following baseline technologies are used within this component:

Name

Description

Version

SLA Manager
(5]

The SLA Manager is a framework that manages service-level
agreements between service providers and consumers. It is
being developed by ATOS under an open source license (Apache
License 2.0), and it has been used in another H2020 project,

mF2C [6].
https://github.com/mF2C/SlaManagement

Prometheus

Prometheus is an open source monitoring system, written in
Golang, and released with Apache License 2.0. This tool can be
integrated with container orchestrators like Openshift and
Kubernetes, and it can get metrics from the infrastructures and
applications.

https://prometheus.io/

Pushgateway

Prometheus Pushgateway is an intermediary application that
connects Prometheus with custom applications. It can be used
by these applications to push custom metrics to Prometheus. It
is also written in Golang and released with Apache License 2.0.

https://github.com/prometheus/pushgateway

Openshift
Origin / OKD

Openshift Origin / OKD is a distribution of Kubernetes, licensed
under Apache License 2.0. This platform adds a set of layers to

3.10

8 Java Virtual
overview.htm

Machine:

https://docs.oracle.com/javase/10/vm/java-virtual-machine-technology-

15
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“vanilla” Kubernetes, enhancing the security and management
features.

https://www.okd.io/

Kubernetes Kubernetes is an open source container orchestrator platform,
written in Golang, and released with Apache License 2.0. -
Originally designed by Google, Kubernetes is now maintained by
the CNCF? (Cloud Native Computing Foundation).

https://kubernetes.io/

MicroK8s MicroK8s is a lightweight distribution of Kubernetes that can be
installed in Edge devices and small VMs. 1.17
Knative Knative is a serverless framework that runs on Kubernetes and

MicroK8s. Knatives makes it possible to run serverless functions. -

https://knative.dev/

Kubeless Kubeless is another serverless framework that runs on
Kubernetes and MicroK8s. -

https://kubeless.io/

Grafana Grafana is a data visualization and monitoring tool used to show
data from external sources, like Prometheus. -

https://grafana.com/

The SLA Manager has been adapted to be used in the context of CLASS. New
functionalities and capabilities have been added to the SLA Manager during the
project period. This application is part of the Cloud Data Analytics Service
Management and Scalability components.

Grafana, Prometheus, and Prometheus Pushgateway are part of the monitoring tools
module used by the SLA Manager to get the applications and infrastructures metrics
needed to evaluate the SLAs and QoS defined by users for their applications. As it was
described in previous deliverables, these tools are, in principle, installed and
integrated in the main Cloud environment (i.e. Data Modena Center). In this
deliverable they will be described separately as they now are also responsible for
gathering metrics from Edge devices.

Finally, Openshift and Kubernetes are the orchestrators used in the cloud
environment, meanwhile MicroK8s is the container orchestrator used in the Edge.
Knative and Kubeless are two serverless framework used to deploy and manage
serverless functions. They are also part of the Edge environment.

% https://www.cncf.io/
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3.3 Architecture

The final version of the Cloud (and Edge) standalone environment for Data Analytics
Service Management and Scalability is composed by three layers:

- The management and monitoring layer, which includes Rotterdam and the SLA
Manager. This layer is on top of the infrastructures layer (container-
orchestration systems) and on top of the monitoring tools deployed in the
Cloud and Edge.

- At the bottom of the diagram (Figure 2), the architecture presents the Cloud
infrastructure layer, responsible for providing the tools needed by the Cloud
to run containerized analytics applications.

- The Edge infrastructure layer is composed by a set of Edge devices responsible
for providing the tools needed to deploy and run containerized applications
and serverless functions.

COMPSs & DataClay

Execution Deployment Monitoring

Rotterdam
(Containers as a Service)

————————

-7
”

Kubeless

e . Edge Device

Cloud infrastructure

A&

&

Figure 2 — Cloud computing platform in the context of the CLASS architecture

In the context of CLASS, Rotterdam is used by COMPSs & Dataclay system to run data
analytics workflows in the Cloud. This COMPSs module uses the REST API provided by
Rotterdam to launch and manage these workflows. On the other side, Openwhisk?°
makes use of the Cloud infrastructure layer to run there the correspondent data
analytics functions.

Management and monitoring layer

This layer is composed by the following tools: Rotterdam, the SLA Manager, and a set
of monitoring tools. These are the tools responsible for the deployment, management,
monitoring and QoS enforcement of the containerized applications running in Cloud

10 Apache OpenWhisk is an open source, distributed Serverless platform that executes functions in
response to events at any scale: https://openwhisk.apache.org/
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and Edge platforms. Apart from these containerized applications, serverless functions
can also be managed by Rotterdam.

On one side, these tools hide all the complexity of container management systems to
final users, by enabling a simplified deployment and lifecycle management of these
data analytics workflows. The tool responsible for this task is Rotterdam, which is also
the main entry point to this Cloud environment.

On the other side, the tool responsible for managing and checking that QoS
requirements are met during runtime is the SLA Manager. QoS constraints, defined
when launching a Rotterdam task, are used at deployment time to generate SLAs,
which are then evaluated by this tool. If the SLA detects a violation, it sends this
information to Rotterdam so it can execute the required actions, like scaling in or out
the application. To do this evaluation, the SLA Manager relies on other monitoring
tools, like Prometheus or Prometheus Pushgateway?!, which are the tools that are
continuously gathering metrics from Cloud and Edge infrastructures and the
applications running on them.

Cloud Infrastructure
The cloud infrastructure layer is composed by the following components:

- The container-orchestration systems.
- And the Hypervisor or devices needed to run these orchestration platforms.

This layer is required by Rotterdam and the other management and monitoring tools
to run and manage containerized applications, and it is based on the following
technologies:

- Docker (container technology)
- OpenShift / Kubernetes (container management)
- VMware (Hypervisor)

The main Cloud infrastructure environment used in the project is located in Modena
Data Center, and it is composed by a cluster of four Virtual Machines, and an Openshift
OKD container orchestrator.

Edge devices

Finally, the Edge devices layer is composed by one or more devices connected to
Rotterdam, and it is based on the following technologies:

- Linux distribution: ubuntu 16.04, 18.04
- Container-orchestration system: MicroK8s
- Serverless framework: Kubeless (and Knative)

1 The Prometheus Pushgateway allows applicatiopns and batch jobs to expose their metrics to
Prometheus: https://github.com/prometheus/pushgateway
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3.3.1 Rotterdam

Rotterdam is the CaaS application responsible for deploying, configuring and
managing the tasks running in the Cloud and Edge infrastructures layers. This
application is composed by the following subcomponents:

- CaaS API Gateway

- Deployment Engine

- Adaptation Engine

- Infrastructures Manager

All these subcomponents were introduced in D4.2, except the Infrastructures
Manager, which has been added in this final release. Figure 3 shows the internal
architecture of Rotterdam:

Rotterdam

Caas API Gateway

1N

SLA Manager

Adaptation Infrastructures
Manager

Monitoring

[ Container management (Openshift / K8s)

Cloud infrastructure X
Edge Device

l Hypervisor
\&

Figure 3 — Rotterdam and internal components
Caa$ API Gateway

The CaaS API Gateway exposes a REST API with all the methods needed to deploy and
manage applications, serverless functions and infrastructures in Cloud and Edge
layers. Previous release already provided the methods needed to deploy and manage
Rotterdam tasks in the Cloud infrastructure. Now, these methods have been improved
and extended to include more features and capabilities. Apart from that, new methods
have been added to allow final users the management of Edge infrastructures with
MicroK8s where to deploy applications and serverless functions.

Rotterdam tasks deployment and management requests are redirected to the
Deployment Engine, which oversees these operations. SLA violations are redirected to
the Adaptation Engine, which is the responsible for handling these operations by
deciding the actions that must be taken. And finally, infrastructures management
requests, like the deployment of MicroK8s in a remote Edge device, are redirected to
the Infrastructures Manager module.
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Deployment Engine

The Deployment Engine is responsible for deploying and managing applications and
functions. It connects to the containers’ orchestrators located in the Cloud and Edge
layers, and send them the applications deployment and management instructions. The
previous release of this component only supported the management of containerized
applications on one cluster at the same time. This has been improved, and now
Rotterdam is able to distribute and manage applications and serverless functions in
multiple clusters and remote devices at a time.

Adaptation Engine

This subcomponent processes the SLA violations and decides which actions must be
taken according to the QoS defined for the applications that generate these violations.
For example, if one workflow is generating violations because it hasn’t enough
workers to execute all the internal tasks, then the Adaptation Engine will send the
Deployment Engine a request to scale out the number of workers of this workflow.

Infrastructures Manager

This new subcomponent processes the requests related to the creation and
management of infrastructures (orchestrators and Edge devices). On one hand, it is
responsible for creating and managing new connections to existing orchestrators, like
Openshift or Kubernetes clusters, and the connections to Edge devices where to
deploy later a MicroK8s (and Kubeless) instance. On the other hand, this
subcomponent is responsible for installing at runtime MicroK8s and Kubeless
instances in these Edge devices.

The SLA Manager is the module responsible for creating and evaluating the SLAs
associated to the Rotterdam tasks. This module relies on the information provided by
a set of monitoring tools which are continuously monitoring the Cloud and Edge
infrastructures and applications. These applications are composed by the following
subcomponents depicted in Figure 4:

- The REST API exposes all the methods needed to create and manage SLAs,
templates, metrics and connections to monitoring tools.

- The Generator creates SLAs based on the QoS / SLA requirements defined in
the JSON files accepted by the REST APl methods.

- The Monitor gets the metrics from the monitoring tools.

- The Evaluator is the module responsible for checking that these metrics
comply with the SLAs guarantees defined by users.

- Ifthereis aviolation, the Notifier is the subcomponent responsible for sending
this information to other tools, i.e. Rotterdam.

- The Monitoring tools are responsible for gathering infrastructure and
applications metrics.

The subcomponents updated or implemented during this project’s period are
described hereunder.
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SLA Manager

Rotterdam
(Containers as a Service) *s

Monitor

N ‘__;' . “
B — —— \
Monitoring tools *
S m————
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Container management (Openshift / K8s) ‘ X
‘Cloud infrastructure

[ Hypervisor ‘
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Figure 4 — SLA Manager and monitoring tools components

Monitor

The monitor module offers a set of interfaces, which can be implemented to adapt the
SLA Manager to a specific monitoring tool. In the case of CLASS, this component has
been adapted to get a list of metrics from Prometheus. These metrics can be defined
using the SLA Manager REST API.

Notifier

The Notifier is another module that also offers a set of interfaces that have to be
implemented to connect the SLA Manager with external tools. In this case, it has been
adapted to connect this tool with Rotterdam. This way, if the Evaluator detects a
violation, the SLA Manager can send this information to Rotterdam.

Monitoring tools
Finally, the monitoring tools that are being used in this release are the following:

- Prometheus, used to get metrics from infrastructures and applications.

- Prometheus Pushgateway, used by COMPSs Workflows to push their metrics
to Prometheus.

- Grafana, used to visualize the metrics monitored by the platform.

3.4 Deployment Diagrams

The figures in this section show the deployment diagrams of the Cloud standalone
environment for Data Analytics Service Management and Scalability Infrastructure
deployed in Modena Data Center. First, this environment can be deployed in a single
cluster, as shown in Figure 5. This kind of deployment includes the following sub-
components: Rotterdam, the SLA Manager and the Monitoring tools.
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Figure 5 — Data Analytics Service Management and Scalability Cloud Infrastructure

The cloud infrastructure deployment relies on a cluster composed by two or more
servers. In the case of the Modena Data Center testbed used during all the project
phases to run the platform and its applications, there are four servers used to install
Openshift, one master and three nodes (as shown in Figure 7). The namespaces (called
“projects” in Openshift) used to logically group the applications running in Openshift
comprehend the four servers. One of these namespaces was used to deploy
Rotterdam, the SLA Manager and the monitoring tools. Applications deployed and
managed by Rotterdam run on different namespaces.

During runtime, Rotterdam users can create new connections to remote containers
orchestrators and devices (Edge devices with MicroK8s). Figure 6 depicts this scenario,
where Rotterdam manages multiple orchestrators:

:SLA Manager

<<Edge Node>> [0S=Linux]

% feninstnend i :Monitoring tools

%

Figure 6 — Data Analytics Service Management and Scalability Multi Cloud and Edge Infrastructure
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One single Rotterdam instance deployed in a Cloud environment (e.g. Openshift
cluster from Modena Data Center) can manage multiple orchestrators located in Edge
and Cloud.

3.4.1 CLASS Cloud standalone environment in Modena Data Center

Figure 7 shows the deployment used in Modena Data Center, including the
characteristics of the VMs used for the deployment:

al luster>>Modena Data Center

I 1 O O
5 I
SRR ECEEEET

|
|
|
1 &Y y -
<<Virtual Node>> [OS=Linux] <<Virtual Node>> [OS=Linux] ‘ <<Virtual Node>> [OS=Linux]

Openshift Workspace (namespaces)

Master Server

S

OPENSHIFT OPENSHIFT

4 vCPUs 1vCPU
16 GB RAM 8 GB RAM 8 GB RAM 8 GB RAM
80 GB har disk 80 GB har disk 80 GB har disk 80 GB har disk
Cent0S 7.5 ) CentOS 7.5 J Cent0S 7.5 J Cent0S 7.5

0 8 0 O

Figure 7 — Modena Data Center deployment

T A

In this case, Openshift was used instead of Kubernetes. Rotterdam and all the tools
were installed in the default project (namespace), and the applications managed by
these tools were launched in the class namespace.

3.5 Interfaces Provided

This section describes the REST interfaces provided by the Cloud and Edge
environment components, in particular the Rotterdam and SLA Manager applications.
Interfaces provided by the other tools or platforms such as, for example, Kubernetes
or Prometheus, can be found in their respective web sites and documentations.

3.5.1 Rotterdam

Rotterdam exposes a REST interface to external users and applications to manage the
deployment and lifecycle of containerized applications. This REST API presents many
changes with respect to the one presented in the previous release. New functions for
the management of infrastructures and serverless functions have been added.

Rotterdam Tasks

These are the functions responsible for managing Rotterdam tasks running in the
platform. One of the main changes that present these methods is that properties like
the dock identifier have been moved from the request parameters to the body
parameters.
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[tasks/{id} Returns all the information of a Rotterdam Task

DELETE [tasks/{id} Deletes a Rotterdam Task from the system
/tasks/{id}/all Gets a Rotterdam Task, including deployment info

/tasks Returns all the current Rotterdam tasks (from all

infrastructures / clusters)

POST /tasks Deploys a new Rotterdam Task in the cloud / edge platform.
The user can specify the cluster identifier in the body

parameters

QoS / SLA operations

The methods responsible for creating and managing the QoS templates, used to create
the SLAs associated to Rotterdam tasks, are the following:

POST

GET /gos/definitions/{name} Returns the information of a QoS
template definition

/sla/tasks/{id}/guarantee/{guarantee} Process SLA Manager violations.
Method used by the SLA Manager to
receive the violations and
notifications.

/gos/definitions Returns the list of all QoS templates

POST /gos/definitions Creates a new QoS template

The first method is responsible for getting the violations generated by external tools,
i.e. the SLA Manager.

Infrastructures

The following methods are used to create and manage the information needed to
connect to other container orchestrators located in remote clusters or Edge devices.
They also include the methods responsible for deploying MicroK8s in these Edge
devices.

Returns the list of all infrastructures / clusters

connected to Rotterdam

POST /imec Creates a new connection to an infrastructure

/imec/{id} Returns the information of an infrastructure

/imec/{id} Updates the information of an infrastructure
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DELETE /imec/{id} Deletes an infrastructure connection

GET Jimec/{id}/cluster Returns the orchestrator information running on an
infrastructure

POST /imec/{id}/cluster  Deploys a new orchestrator (Microk8s) in an
infrastructure

DELETE Jimec/{id}/cluster Deletes the orchestrator from an infrastructure

Serverless functions

The following methods are used to create and manage serverless functions in Kubeless
(MicroK8s) instances.

/functions/{id} Returns a function

DELETE /functions/{id} Deletes a function
POST /functions/{id} Calls a function

/functions Returns a list of all functions managed by Rotterdam

POST /functions Creates a new function

Other operations

/ Get the status of the REST API server
GET /config Get the current Rotterdam configuration
GET /version Get the current Rotterdam version

GET /status Get the current Rotterdam status

3.5.2 SLA Manager

The SLA Manager also exposes a REST API to external users and applications to create
and manage SLAs, the templates used to create SLAs, and the metrics that will be
monitored or evaluated.

Agreements

Creation and management of SLAs:

/agreements Returns all agreements

/agreements/{id} Gets the basic information of an agreement
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POST /agreements Creates an SLA

/agreements/{id}/start Starts the SLA’s evaluation
/agreements/{id}/stop Stops the SLA’s evaluation

/agreements/{id}/terminate Terminates the SLA’s evaluation

/agreements/{id} Updates an SLA
/agreements/{id} Deletes an SLA
GET /agreements/{id}/details Gets the details of an agreement
/create-agreement Creates an agreement from a template

Templates

Creation and management of SLA templates:

/templates Get the list of templates

/templates/{id} Get a template
POST /templates Creates a new template

Metrics

Management of the metrics evaluated by the SLA:

/metrics Get the list of all metrics that are being monitored

POST /metrics/{id} Adds a new metric (to be monitored / gathered from
monitoring tools)

DELETE /metrics/{id} Deletes a metric

Sources

The following methods are responsible for managing the Prometheus sources used by
the SLA Manager:

Get the list of all Prometheus instances

connected to the SLA Manager
POST /sources/prometheus Adds a connection to a Prometheus instance
DELETE /sources/prometheus/{id} Deletes a connection to a Prometheus instance

/sources/prometheus
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Apart from the containers’ orchestrator and the monitoring tools, the Cloud Data
Analytics Service Management and Scalability platform is composed of two main
builds. The first one is Rotterdam, and it includes the CaaS APl Gateway, the
Deployment Engine, the Infrastructures Manager and the Adaptation Engine. The
other main build is the SLA Manager, which is one of the baseline tools included in
this project.

This section describes how to install the complete Cloud environment, in particular
the tools developed by ATOS: Rotterdam and the SLA Manager.

Both the SLA Manager and Rotterdam are provided as docker images and their code
is available in GitHub, in the following link: https://github.com/class-euproject. These
applications do not require to be installed in a container orchestrator, or in the same
host / location of the orchestrator. They just need to be able to connect to the
orchestrator managed by them. Thus, the basic requirements for these two
applications are the following:

- Docker (if using docker images)
o https://docs.docker.com/engine/install/

- Golang (if using Github code to compile and generate the executable)
o https://golang.org/doc/install

The requirements for installing the other tools that are part of the cloud platform,
Openshift (or Kubernetes) and the monitoring tools can be found in the following links:

- Openshift (version 3.10)
o https://docs.openshift.com/container-
platform/3.10/install/prerequisites.html
- Kubernetes
o https://kubernetes.io/docs/setup/production-
environment/tools/kubeadm/install-kubeadm/
- Prometheus, Prometheus Pushgateway and Grafana
o As these tools are provided as docker images, they can be installed in
the container orchestrator (Openshift or Kubernetes). Thus, in this kind
of environment, they only require the containers orchestrator.

To install an Openshift cluster, users can wuse the following guide:
https://docs.openshift.com/container-platform/3.10/install/index.html

This guide is specific for Openshift version 3.10, the one used in the Modena Data
Center cluster during the project. At the time of writing this document there is a newer
version of Openshift: 4.4
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As Openshift requires certain security features, the installation will require more steps
and will be more constrained to certain Linux releases, like Centos or RHEL.

By contrast, the installation of a Kubernetes cluster is less complex. Users can follow
the guides provided by Kubernetes, which include the installation of Kubernetes in
multiple or single hosts (MicroK8s): https://kubernetes.io/docs/setup/

To install Prometheus in Openshift or Kubernetes, users can follow the guide available
in the following link:

https://prometheus.io/docs/prometheus/latest/installation/

In the case of the cluster deployed in Modena Data Center, ATOS used the playbooks
(ansible) provided by Openshift:

https://docs.openshift.com/container-
platform/3.10/install config/cluster metrics.html#openshift-prometheus-deploy

Prometheus Pushgateway and Grafana can be installed using their docker images:

- Grafana: https://grafana.com/docs/grafana/latest/installation/docker/

docker pull grafana/grafana
docker run -d -p 3000:3000 grafana/grafana

- Prometheus Pushgateway: https://github.com/prometheus/pushgateway

docker pull prom/pushgateway
docker run -d -p 9091:9091 prom/pushgateway

After installing the monitoring tools, they have to be configured. For instance, in the
case of Prometheus, users must update the “prometheus.yml” file (configuration) to
enable the connection between Prometheus and tools like the Pushgateway. The
same way Grafana has to be connected to Prometheus using its setup options.

Rotterdam is provided as a docker image that can be found in the following link:
https://hub.docker.com/r/atosclass/rotterdam-caas

Rotterdam code is also available in the following GitHub link:
https://github.com/class-euproject/Rotterdam

Last version of Rotterdam (docker image) is: atosclass/rotterdam:latest

There are several ways to install the application:

1. Using Openshift-OKD GUI (version 3.10) to deploy and launch the application:
o In OKD Web interface, as shown in Figure 8, go to a project
(namespace), e.g. _default_ project, and select “Add to project >

Deploy Image”.
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O Openshift Web Cons...

Deploy Image

Results

Deploy an existing image from an image stream tag or image registry.

Image Stream Tag

Namespace Image Stream

@ Image Name

atosclass/rotterdam-caasi1.7.12

To deploy an image from a private repository, you must create an image pull secretwith your image registry credentials, Leam More

s the root user which might not be permitted by your cluster

/A image atosclass/rotterdam-caas:1.7.12 runs a

administrator.
atosclass/rotterdam-caas:1.7.12
 Image Stream rotterdam-caas:1.7.12 will track this image,

« This image will be deployed in Deployment Config rotterdam-caas
o Port R22AUTCP will ha Inad halancad huSanica mbtard am.caze

Figure 8 — OKD Web interface — Rotterdam deployment

o Select “Image Name” option: atosclass/rotterdam:latest
o Add the following environment variables:
= OpenshiftOauthToken: the value of this token has to be created
manually after installing Openshift and configuring users and
permissions. This variable is supported only when using
Openshift. In the case of Kubernetes this variable is not needed.
=  SLALiteEndPoint: this is the URL of the SLA Manager
= PrometheusPushgatewayEndPoint (optional): if there are
applications that need to use this tool to push metrics to
Prometheus, then the value has to be set
= MaxAllowed (optional): Maximum number of violations
allowed before sending a notification to the Adaptation Engine.
This is a default value used by the platform to decide when to
generate a violation in order to take the required actions.
= MaxReplicas (optional): Default maximum number of replicas
allowed per application. In the case one application needs to be
scaled our, this value is used to limit the number of replicas.
o Deploy the image
o Create a Route to access the REST APl (CaaS APl Gateway), e.g.
“rotterdam-cass.192.168.1.2.xip.io”.

APPLICATION
rotterdam-caas-1814 http://rotterdam-caas.192.168.7.28.xip.ilo &

DEPLOYMENT CONFIG
rotterdam-caas-1814, #1

CONTAINERS
rotterdam-caas-1814

® Image: atosclass/rotterdam-caas 4948630 9.1 MiB J
&
# Ports: 8333/TCP P

NETWORKING

Service - Internal Traffic Routes - External Traffic

rotterdam-caas-1814 http://rotterdam-caas.192.168.7.28.xip.io &
8333/TCP(8333-tcp) — 8333 Route rotterdam-caas-1814, target port 8333-tcp

Figure 9 — OKD Web interface — Rotterdam
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2. Using Docker to start the application:
docker pull atosclass/rotterdam-caas:latest

docker run [OPTIONS] atosclass/rotterdam-caas: latest [COMMAND] [ARG...]

Apart from the environment variables used when deploying Rotterdam
application in Openshift, in the case of Docker, users must define the following

environment variables:
o KubernetesEndPoint: URL of Kubernetes REST API. This variable is

supported only when using Kubernetes.
o OpenshiftEndPoint: URL of Openshift REST API. This variable is

supported only when using Openshift.
o ServerlP: IP address of the orchestrator master node.

3. Using Golang command line
After downloading the repository (GitHub), go to “atos/rotterdam” folder, and

execute the following command:

g0 run main.go

The environment variables described in steps 1 and 2 have to be set in the
system before launching the application.

The SLA Manager is also provided as a docker image, and it can be found in the
following link: https://hub.docker.com/r/atosclass/slalite

Last version of the SLA Manager (docker image) is: atosclass/slalite:latest

There are two ways to install the SLA application:

1. Using Openshift-OKD GUI (version 3.10) to deploy and launch the application:
o In OKD Web interface, go to a project (namespace), e.g. _default_
project, and select “Add to project > Deploy Image”.
o Select “Image Name” option: atosclass/slalite:latest
o Add the following environment variables:
= UrlRotterdam: URL of Rotterdam REST API, e.g. “rotterdam-
cass.192.168.1.2.xip.io”. The SLA Manager needs to know
where to send the violations.
= UrlPrometheus: this is the URL of the main Prometheus
instance, the one deployed in the main cloud container
orchestrator (i.e. Openshift). Users can add more connections
to other Prometheus instances during runtime.
=  MetricsPrometheus (optional): the list of initial metrics that will
be requested to Prometheus. Users can add more metrics
during runtime.
o Deploy the image
o Create a Route to access the SLA Manager REST API, e.g.
manager.192.168.1.2.xip.io”.

“"

sla-
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v Slalite-0711, #1

slalite-0711
2 Image: atosclass/slalite c9ab64f 10.1 Mig
“ Ports: 8090/TCP

Service - Internal Traffic Routes - External Traffic
slalite-0711 http://rotterdam-slalite.192.168.7.28 xip.io
8090/TCP (B090-tcp) — 8090 Route slalite-0711, target port 8090-tcp

slalite-0711 http://rotterdam-slalite.192.168.7.28.xip.lo &

Figure 10 — OKD Web interface — SLA Manager

2. Using Docker to start the application
docker pull atosclass/slalite:latest

docker run [OPTIONS] atosclass/ slalite: latest [COMMAND] [ARG...]

At the end of the installation in OKD, these two applications should appear in the
selected project or namespace (Figure 11):

pushgateway http://pushgateway.192.168.7.28.xip.lo 2

> Dushgateway, # © e
rotterdam-caas-1814 http://rotterdam-caas.192.168.7.28.xip.io &
> foterdamcsas114, # ©
slalite-0711 hitp://rotterdam-slalite.192.168.7.28.xip.io &
> Saiteonin, ; © o

Figure 11 — OKD Web interface - Rotterdam and SLA Manager running in “default” namespace

After installing and configuring all the platform components, final users should have
access to the Rotterdam CaaS Gateway (e.g.  http://rotterdam-
cass.192.168.1.2.xip.io). This REST APl is also offered as a Swagger? interface, which
offers a Web interface with access to all methods exposed by Rotterdam and a
description of all the parameters needed to call these methods correctly. Figure 12
and Figure 13 show some of the CaaS Gateway method exposed in the Swagger
interface:

2 https://swagger.io/
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{} SwWagger Jswagger.json Explore

Rotterdam CaaS ®

[ Base URL: rotterdam-caas.192.168.7.28.xip.1io/apifvl ]
Iswaggerjson

Rotterdam CaaS REST API is responsible for the deployment of tasks and docks in a Kubernetes cluster
Find out more about the CLASS project

Schemes

status Infermation about the status and configuration of Rotterdam >

task Rotterdam Tasks: creation, deletion and management A

ET ftasks/{id} Getsa Rotterdam Task

[VANS)S /tasks/{id} Deletes a Rotterdam Task

ftasks/{id}/all Gets a Rotterdam Task, including deployment info

G
/tasks Retumns all the current Rotterdam tasks (from all infrastructures / clusters)
POS

ftasks Creates a new Rotterdam Task

|
|
|
|
|

fu nction Serverless functions: creation, deletion and management >

imec Infrastructure operations ~

Figure 12 — Rotterdam Swagger REST API — Tasks methods

imec Infrastructure operations v

/imec Returns all infrastructures

=]
[ /fimec Creates a new infrastructure
=m

Jimec/{id} Retums a infrastructure

[ N HEN AN

‘ m fimec/{id} Updates an infrastructure

(103130 /imec/{id} Deletes an infrastructure
PO!

fimec/{id}/cluster Returns an infrastructure cluster

Jimec/{id}/cluster Createsanew cluster

[ AN AN RN

GET
5i
L=E3IN /imec/{id}/cluster Deletes cluster

|
=
[~
|

qos QoS / SLA operations v

/sla/tasks/{id}/guarantee/{guarantee} Process SLALite violalions

/qos/definitions/{name} Get a qos definition by name / id

o
/qos/definitions Getinhe list of QoS definitions i

/qos/definitions Load QoS definitions for SLAs generation

dock Operations about Rottardam Docks (namespacas) - DEPRECATED >

Figure 13 — Rotterdam REST API — Infrastructure and QoS methods
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The SLA Manager also offers a REST API to users and applications. This REST API can
be accessed via Web browser (e.g. GET methods: http://sla-

manager.192.168.1.2.xip.io/ ):

{

"agreements": {
"Method": "GET",
"Path": "/agreements",
"Help": "Agreements"

2

"providers": {
"Method": "GET",
"Path": "/providers",
"Help": "Providers"

2
"templates": {
"Method": "GET",
"Path": "/templates",
"Help": "Templates"
2
"metrics": {
"Method": "GET",
"Path": "/metrics",
"Help": "Metrics"
2
"sources": {
"Method": "GET",
"Path": "/sources",
"Help": "Sources"

}

}
Section 3.5, “Interfaces Provided”, describes all the available methods. The following
subsections describe the JSON content of the tasks, QoS templates and all the other
elements (with examples) used in the REST APl methods to create and manage
Rotterdam tasks and all the other elements. These JSON files are used in the body
content of some of the “POST” and “PUT” calls exposed by the REST API.
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Rotterdam tasks managed by the platform have to be defined in a JSON format. These
are the formats accepted by this tool (definition of a nginx server!? application):

Long format (deprecated):

{
"name": "nginx-app",
"dock": "default",

“cluster": "microk8s_1",
"gos": {
"name": "KubeletTooManyPods",
"description": "scale down task if cluster pods > 50"

2
"replicas": 2,
"containers": [ {

"name": "nginx",
"image": "nginx",
"ports": [{
"containerPort": 80,
"hostPort": 80,
"protocol": "tcp
1,
"environment": [{
"name": "TEST_VALUE",

"value": "1.2.3"}]]}

This “long” definition requires the following properties:

o Name: name of the application / COMPSs workflow

o Dock: name of the namespace where to deploy the application (e.g.

“class”)
o Cluster: identifier of the cluster / infrastructure / device

o Qos: identifier of the QoS template used to generate the SLA

o Replicas: number of instances. In the case of COMPSs workflows, this

is the number of workers used by the master.

o Containers: this property contains all the information about the

containerized application

= |mage: URL of the containerized application (e.g. docker hub

URL of the application)
= Ports: ports used by the application
= Environment: Environment variables

Previous example defines a nginx application that uses port 80 to expose its
services. It will use a QoS template, called “KubeletTooManyPods”, to generate

the SLA.

Simple format: These JSON files present a simplified version of the previous
JSON format, and they aim to simplify as much as possible the number of

13 https://www.nginx.com/
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properties used by COMPSs workflows and similar applications. The following
examples define a “redis” application.

{
"name": "redis-app",
"cluster": "microk8s_1",
"replicas": 4,
"image": "redis",
"gos": [{"gosid": "KubeletTooManyPods"}],
"ports": [6379]
}
{
"name": "redis-app",
"cluster": "microk8s_1",
"replicas": 4,
"image": "redis",
"gos": [ {"qosid": "deadlines001",
"metric": "missed_deadlines",
"comparator": “<",
"value": 2,
"action": "scale_out",
"maxreplicas": 25,
"minreplicas": 2,
"scalefactor": 1.5,
"maxallowed": 2}],
"ports": [6379]
}

The main difference between these two files is that one uses a QoS template
identifier, and the other one defines directly the QoS. These new formats
presented in this final release require the following properties:

Name: name of the application

Cluster: identifier of the orchestrator

Image: URL of the containerized application
QoS: identifier / definition of the QoS template
Replicas: number of instances / workers

Ports: ports used by the application

0O O O O O O
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QoS templates (JSON) used by the platform to generate the SLAs and the actions that
will be taken if there is a SLA violation have the following properties:

{
"type": "app-compss"”,
"guaranteeName": "DeadlinesMissed_2",
"maxAllowed": O,

"action": "scale_out",
"scaleFactor": 1.5,
"guarantees": [

{

"name": "deadlines_missed_1",
"constraint": "deadlines_missed < 5"},

"name": "deadlines_missed_2",
"constraint"”: "deadlines_missed < 2"}]}

- Type: this field defines if the QoS template is applied to applications or

infrastructure.

- guaranteeName: name of the guarantee

- maxAllowed: number of violations allowed before raising a violation

- action: what action needs to be taken if there is a violation in the SLA, e.g.
scaling in or out the instances of the application.

- scaleFactor: How to scale out or in the application

- guarantees: the guarantees define the conditions that applications must fulfill.

Infrastructures managed by Rotterdam have also to be defined in a JSON format. This
subsection presents two different files. The first one is the JSON used to create a
connection to a container orchestrator or to an “empty” (no orchestrator installed)

device:

{

"name": "Name",
"description": "Infrastructure description",

"type": "microk8s",

"so": "ubuntul18",

"defaultDock": "default",

"KubernetesendPoint": "http://10.0.5.12:8001",
"PrometheusPushgatewayEndPoint": "http://pushgateway.192.168.7.28.xip.io",
"OpenshiftEndPoint": "http://10.0.5.12:8001",
"OpenshiftOauthToken": "eyJhbGciOiJSUzl.. JhbGciO",
"hostIP": "192.168.1.12",

"hostPort": 22,

"user": "user_name",

"password": "user_password"

The following properties have to be defined:
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- Name, Description: name and description of the infrastructure / cluster /
device

- Type: type of the infrastructure. Following values are accepted: “Kubernetes”,
“Openshift” and “MicroK8s”

- SO: Operating System. This field is needed when deploying a MicroK8s instance
in a remote or Edge device.

- defaultDock: default namespace

- hostIP: IP address

- hostPort: Port used to connect to this infrastructure

- user: username

- password: user password

- OpenshiftOauthToken (optional): token used to connect to Openshift and
manage applications

- OpenshiftEndPoint (optional): REST API endpoint of Openshift

- KubernetesendPoint (optional): REST APl endpoint of Kubernetes

- PrometheusPushgatewayEndPoint (optional): REST APl endpoint of
Prometheus Pushgateway

“HostIP”, “HostPort”, “User” and “Password” fields are used for deploying at runtime
a MicroK8s instance in an Edge device.

The following JSON is used for installing Microk8s in an “empty” device at runtime:

{

"type": "microK8s",
"apiPort": 8001

- Type: type of the installation: Microk8s, Microk8s and Kubeless, Microk8s and
Knative etc.
- apiPort: REST API port where the MicroK8s instance will be listening.

Finally, serverless functions managed by Rotterdam are defined also in a JSON format.
This is a first prototype for basic serverless functions:

{

"name": "helloworld",

"cluster": "microk8s_cluster",

"runtime": "python2.7",

"function": "def foo(event, context):\n return \"hello world\"\n"
}

- Name: name of the function

- Cluster: identifier of the orchestrator (i.e. MicroK8s device)
- Runtime: runtime needed to execute the function

- function: function code
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This section presents an example of how to use the platform to deploy a
(containerized) nginx server application in the default Cloud environment (i.e.
Openshift — Modena Data Center). This example includes the use and collaboration
between Openshift, Rotterdam, the SLA Manager and Prometheus.

1. The nginx server application will be deployed in the “class” project (namespace) of
Openshift. In this example the “class” project is empty, as is shown in the following
figure:

O Openshift Web Cons... € Kubernetes Dashboa...

Get started with your project

Add content to your project from the catalog of web frameworks, databases, and other components
You may also deploy an existing image, create or replace resources from their YAML or |SON
definitions, or select an item shared from another project.

Browse Catalog

Deploy Image Import YAML/ JSON Select from Project

Figure 14 — OKD GUI — empty “class” project / namespace

2. To deploy this application, we will use Rottedam (CaaS APl Gateway) application
deployed in the “default” project (namespace) together with the SLA Manager,
Prometheus, Grafana and the Prometheus Pushgateway.

pushgateway http//pushgateway.192.168.7. 25 [ [T
> p‘u‘s‘hgétei’x‘/ay,—ﬂ (I) pod

rotterdam-caas-1814 hitpiirotterdam caas.192.168.7.28xip.i0 &
> | rotterdam-caas-1814, #1 @ ped

slalite-0711 http://rotterdam-slalite.192.168.7.28.xip.io &
> | Saiteor, #1 (OX

Figure 15— OKD GUI — “default” project / namespace with Rotterdam and the SLA Manager

3. First, we have to create a QoS template. The following template will be used to
scale in the application if there are too many pods running in the platform. This
example uses the metric “kubelet_running_pod_count” gathered by Prometheus
to simulate that if the infrastructure is being stressed, then applications like the
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nginx-server should use fewer resources by reducing their number of instances or

POS i/qos/definitions Load Qos definitions for SLAs generation a8
Load QoS definitions for SLAs generation

Parameters

Name Description

tasksQoS * reauired

(body)

Example Value | Model

: "KubeletTooManyPods™,

vaction”
"scaleFactol

"guarantees"
{

“name": "kubelet_running_pod_count”,
“constraint”: "Kubelet_running_pod_count < 50"

Parameter content type

application/json ~

Figure 16 — Rotterdam (swagger) REST APl — QoS template definition

After defining the template, we use the POST method “/qos/definitions”, available
in the swagger REST API, to create this QoS template.

4. Then, after successfully creating the QoS template, we can proceed with the task
(nginx) definition where we can associate it to this QoS template. In the task
definition we can also specify the number of instances (“replicas” property), for
example we can set this value to 55 to force the violations.

/tasks Creates a new Rotterdam Task

Creates a new Rotterdam Task

Cancel

Parameters

Name Description

task * required

(body)

Edit Value | Model

{

"ges" )

"name" : W&lz&l&&%ﬁuﬂw

"description™: “"scale down task if cluster pods > 50"
}

“replicas": 55,
"containers”: [

{ .
“name”: “nginx”,
“image": "nginx"
"ports": [

{
i ": 80,
"hosgPort": 86,
"protocol”: "fcp"
1

Cancel

Parameter content type

application/json v

Figure 17 — Rotterdam (swagger) REST API - Task definition

5. After launching the POST “/tasks” request we get a response (also in JSON format)
like the one presented in Figure 18. This response includes the identifier of the
Rotterdam task, needed to get later the information and status of this task, and it
also includes, among other properties, the URL where users can access the nginx

server application.

39



D4.7 Final release of the Cloud Data Analytics Service Management and E- = 5= ;
Scalability components - Version 1.0 == =

|

Response content type | application/json v ]

Responses

Curl

curl -X POST " ht(p rot(erdam :aas 192 168.7.28.xip. lofaplfvlitasks -H "accept: appucauonf]son -H "Content-Type: apph:auon/]son -d "{ \"name\": \"nginx-app\",
{ ube lelTnnMany ods\", \"description\ le down task if cluster pods icas\": 2, \"containers\": [ {
ports\": [ { \"containerPort\": 80, tPart\ : 80, \"protocol\": \" h:p\ ) ] "\ vnlumes‘ : [ { \"name\": \"name\",
ment\": [ { \"name\": \"TEST_VALUE\ \"value\": \"L.2.3\" } 1 } I}

/v1/tasks

Server response

Code Details

200 Response body

192.168.7.28.xip. 0", "task":
class”, "type":"
T 6axgmb

ip.
lEaxgvlb9:||w4krtm4mbgl§93593435155752
down task if cluster pods \uoe3e 50" Y,
"}1,"volumes”: [{"name" : "name" , "mounthPat

1"
26-07-02T12:37:152" "compssTaskDefinition":{}," “clusterid":"mainclus-

Figure 18 — Rotterdam (swagger) REST API — Task deployment result / response

6. Back in the Openshift-OKD Web interface, we can see that the “class” namespace
/ project now shows the deployment (Figure 19 and Figure 20) of the nginx server
application and all the internal elements, e.g., service, pods, routes.

Listby | Application ~

Other Resources

DEPLOYMENT
Inbbifuhrfrcwksqrg9ryt1593770160245579949, #1

CONTAINERS
nginx

= Image: nginx ‘5
Pods
4 Ports: 80/TCP

NET

Service - Internal Traffic Routes - External Traffic
serv-Inbbifuhrfrcwksqrq9ryt1593770160245579949 http://Inbbifuhrfrcwksqrq9ryt1593770160245579949.192.168.7.28 xi
80/TCP (80-tcp) — 80 pio

Route route-Inbbifunrfrcwksgra8ryt] 593770160245579949, target port 80-tcp

Figure 19 — OKD GUI — nginx server deployment in “class”’namespace

If Openshift needs to download the application image from docker hub, then this
operation can take a few minutes. In the case the docker image is already
downloaded in Openshift, this deployment operation takes less than a minute.
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Listby | Application

Other Resources

DEPLOYMENT
Inbbifuhrfrcwksqrg9ryt1593770160245579949, #1

nginx
= Image: nginx 5?
pods

4 Ports: 80/TCP

Service - Internal Traffic Routes - External Traffic
serv-Inbbifuhrfrcwksqrqryt1593770160245579949 http://Inbbifuhrfrewksqrqdryt1593770160245579949.192.168.7.28.40

80/TCP (80-tcp) — 80 pioz
Route route-Inbbifunrfrewksgradryt1 593770160245579949, target port 80-tcp

Figure 20 — OKD GUI - nginx server deployed and ready

Once the application is deployed and ready, users can access it through the web
browser (Figure 21). Other type of applications, such as COMPSs workflows or
applications like redis, will be accessed through their published ports. This
information can be obtained by calling the GET “/task/{id}’ method.

O Openshift Web Console X | Welcome to nginx! X | O Openshift Web Console X | C Rotterdam-CaaS [Swagger U’ X | +

C @ |(i) bbifuhrfrowksqrqdryt1593770160245579949.192.168.7.28 xip.io
O OpenshiftWeb Cons... (& Kubernetes Dashboa...

Welcome to nginx!

If you see this page, the nginx web server is successiully installed and working.
Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Figure 21 — nginx server application

7. The SLA generated by the system can be accessed by calling the SLA Manager REST
API, e.g. using the web browser. Next figure shows the SLA generated in this
example. It contains the status (e.g. “started”), the expiration and creation time,
the identifier of the SLA, and the guarantees defined by the user in step 3.
Internally, the SLA Manager is continuously evaluating the SLAs. In this case, the
SLA Manager asks Prometheus every 15s or 30s for the metrics defined in the
guarantees. If it detects that these guarantees are not met, then it generates a
notification or violation and sends it back to Rotterdam’s Adaptation Engine.

In this example, the SLA Manager will detect a violation, and it will send it to the
Adaptation Engine. This Adaptation Engine will take the actions defined in the QoS
template used for this application. In this case, it will halve the number of instances
of the nginx server application (see Figure 23Figure 23).
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F i TR SUSIERIP i SRy
LiJ T [ n-slalite

) Openshift Web Cons... {3 Kubernetes Dashboa...

JSOM  Raw Data

Sawve Copy Collapse
* 0:

first execu

v details:
ids:
type:

v name:

v provider:
id:
name :

w client:
id:

w name:
creation:

expiration

v @:
name :

const

T guarantees:

Headers

All Expand AllL W F

1tion:

last_execution:

raint:

"teaxgmb9chwidkrtmdombgl592693435165752543"
"teaxgmb9chwdkrtmdombgl593693435165752543 KubeletTooManyPods"

"started"

"2020-07-82T12:37:17.6558520742"
"2020-07-82T12:39:47.6562387662"

"thaxgmb9chwdkrtmdombgl593693435165752543"

"agreement"
"teaxgmb9chwdkrtmdombgl593693435165752543 KubeletTooManyPods"

"CLASSProvider"
"CLASS PlLatform"

"thaxgmb9chw4krtmdombgl593693435165752543"

"CLAS5 task teaxgmb3chwdkrtmd4ombgl593693435165752543"
"2019-01-81TE0: 80 : 082"

"2024-01-81T08: 00 :002"

"KubeletTooManyPods"
"kubelet running pod count = 50"

8. The Adaptation Engine takes the required actions after detecting a violation with

Figure 22 —SLA Manager REST APl —SLA

the nginx server application:

Listby | Application v

Other Resources

DEPLOYMENT

Inbbifuhrfrewksqrq9ryt1593770160245579949, #1

CONTAINERS

nginx

= Image: nginx

/

scalifg 16 27.

4 Ports: B0/TCP

NETWORKING

Service - Internal Traffic

serv-Inbbifuhrfrcwksqrq9ryt1593770160245579949

Routes - External Traffic

bttp://Inbbifuhrfrewksqrg9ryt1593770160245579949.192.168.7.28 x|

Dio#

8O/TCP (80-tcp) — 80
Route route-Inbbifuhrfrowksarqaryt1593770160245579949, target port 80-tcp

(")

Figure 23 — OKD GUI - nginx server’s instances are halved after SLA violation

This section presents an example of how to use the platform to first deploy a Microk8s
instance in an Edge device, and then how to deploy in this Edge device a

(containerized) nginx server application.
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1. First, we need to create the connection to the Edge device. Here we define the
Operating System, the IP address, and the username and password to access this
host.

m /imec Creates a new infrastructure

Creates a new infrastructure

Parameters

Name Description

infr * required

Edit Val Model
(body) i ue | Model

"name": "microks8s”,

"description": "microk8s edge device",
"type": "microk8s”,

"so": "ubuntuls",

"defaultDock”: "default",

“hestIP": "16.0.5.10",

" ": 22,

"user": "vagrant",

"password”: “"vagrant”

}

Figure 24 — Rotterdam (swagger) REST APl — Infrastructure creation

2. After creating the location using the POST “/imec” method, we get an identifier in
the JSON response (Figure 25). This identifier will be used to deploy there
MicroK8s.

curl

me\": \"microkss\",
» \"hostPort\": 22,

rotterdam-caas . 19: .xip.io/api/vl/imec" -H "accept: application/json" -H "Content-Type: application/json” -d "{ \"name\": \
crok8s edge devic e\": \"microk8s\", \"so\": \"ubuntul8\", \"defaultDock\": \"default\", \"hostIP\": \"10.0.5.16\"
F = =

\"password\": \ is

Request URL

http://rotterdan-caas.192.168.7.28.xip. io/api/v1/inec
Server response

Code Details

200 Response body

":"Infrastructure created","i ion":"0.0.3", "infr": {"id" : "EEIS I MEOIEEEL ", "name'" : "mi-
icrokss edge devic " "ubuntu. "defaultbock": "de

kes
", "hostPort":22, "user": "vagrant”, "password": "vagrant"} "sb31kjhkhsbnagjnmaspsk™} Download

Figure 25 — Rotterdam (swagger) REST APl — Infrastructure creation response

3. From the Swagger REST APl we can get the list of infrastructures managed by the
platform (using GET “/imec” method). After creating this new connection, we get
two elements: the default cluster (i.e. the main Openshift cluster deployed in
Modena Data Center), and the new Edge device.
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curl

curl -X GET "http://rotterdam-caas.192.168.7.28.xip.io/api/vl/imec" -H "accept: application/json"

Request URL

http://rotterdam-caas.192.168.7.28.xip. 1
Server response

Code Details

200 Response body

" TSP G, " imecversion™”:"0.08.3", "infrs": [{"

clus-
‘openshiftOauthToken" :"eyJhbGei0ilSUzIINiTsImtpZCI611i19. eyIpc3Mi0ilrdWIlem51dGVzL3NLenZpY2VhY2NvdWS8Tiwia3ViZXIu
ZXRl:ySpbszZleaHMlWMJ 3VudCSuYWLlc3 1013 jb6FzcyIsImt1VnVybmV8ZXMuaW8yc2Vydnl j ZWF] Y291bnQvc2Vj cnVOLmShbiUi01] jb6FzcylhcHAtdGSrZWAtajZrdnMil CIrdWIlcmS1dGVz
LmlezMl:anVth‘szvdwsDLle:nzp‘fZUtWM]bzvudcsu‘mll]]o1‘ﬂxh:sm‘rxawhmazvﬂmuZXRl:ySpbysszJzaNMlWM]bzvudcSszJzaNMleFjvzslbnOudwlk:l]oleMDgSMTVtZ]Elth
MWU4LWIZNDI tMDAIMDU20Tg2MDUS T iwic3Vil joic31zdGVOnNLenZpY2VhY2NvdWS80misYXNZOmNS YXNZLWFwe (13 . s9ZvaDq7 TKf4m3X365wQUDBgOIHIRL TWptoiZejLFkx-
u\’yx}\gangVERKJ\”SFDIHBIIBDDHEquKlACSLKVSZ! admXmZ8AMGbznSTNELTECw6I0 fESPU3baRdRMvXVyLi96HZpnUpVwqV8t5vhBHcoySnavMTL6dT8ugdcI fqt S5
hi SaYrollszukNgxJu-

13ZKuJu22LzXgP614PeCh301g.
v_2WTfilxr_cKhlyXOV_uRBWV
:tOEaRuslgkgSEﬁS SYQbivgs| i //192.168.7.28:8001", apensh]'tEndeln
//192.168

way.192.168.

device”, "type”:"mi

Figure 26 — Rotterdam (swagger) REST API — list of managed infrastructures

4. Inordertoinstall MicroK8s in this cluster, we can use the POST “/imec/{id}/cluster”
method, as is shown in the next picture:

m /imec/{id}/cluster Creates a new cluster

Creates a new cluster

Parameters
Name Description
jd * required id of the infrastructure
tri
jp;::? sb3lkjhkhsbmagjnmasp5k

infr * required
Edit val Model
(body) i ue  Model
{
"type": "microKss",
"apiPort": 80801

Figure 27 — Rotterdam (swagger) REST APl — Microk8s deployment

5. Going back to the Openshift — OKD Web interface, we can access Rotterdam’s logs.
In these logs (see next figure), we can see the information related to the Microk8s
installation in the selected device. This installation can take a few minutes.
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[

Applications

Executing 'sudo usermod -a -G

Figure 28 — OKD GUI — Rotterdam logs (MicroK8s deployment)

6. After installing MicroK8s we can start the deployment and management of tasks
in this new orchestrator. In this example, we will deploy again an nginx server
application using the same POST “/tasks” method we used in the previous example

in Section 4.3.5.

/tasks Creates a new Rotterdam Task

Creates a new Rotterdam Task

Parameters

Name Description
task *

. Edit Value | Model
(body)

{
"name": "nginy-app”,
"dock": "default",
"cluster": "sb3lkjhkhsbmagjnmasp5k",
wgas": {

riame”: "

Pods”,
"description": "scale down task if cluster pods > 56"

"replicas™: 2,
"c?ntainers": [
“name”: "nginx",
image": "nging”,
"ports”: [
{
": B8O,

“hostPart": 88,
"protocol”: "tcp”
}
1,
"volumes": [
{

“name": “name",

‘mounthPath”

}
Figure 29 — Rotterdam (swagger) REST API — task deployment

This time we have to specify the identifier of the orchestrator (cluster field) in the

task definition.
7. After deploying the Rotterdam task, we get the URL where we can access the nginx

server, as shown in Figure 30.
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m/apl/vl/tasks g 2P Licationyjson” -H "Content-Type: application/json” -d *{ \"name\": \"nginx- app\
"KubeletTooManyPods\ ", \" descrxptmll\ \"scale down task if cluster pods > 56\" },

\"ima ln(\ s \ ports\": [ { \"containerPort\": 80, \"hostPorty aa \ prntncnl\ s \"tep\"
munthPalh\ } 1, \"environment { \"name\": \"TEST VALIIE\ + \"valu A,

nmasp5k\", \ qns
x\",

11131

/api/vl/tasks

Server response

Code Details

200 Response body

‘deploy”, "message’
hmfxur 5050665 vge

[{"name":"TES’ val 1.2.53
ﬁmrs 050665 vqerh) :H1593152592554753525

Figure 30 — Rotterdam (swagger) REST APl —response of task deployment

8. Once the application is deployed and ready, users can access it through the web

browser:

@ xip.io

tes Dashboa...

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and working.
Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.

Figure 31 — nginx server application running in the Edge device

Finally, if we take a look at the Edge device console, we can see MicroK8s installed
and listening at port 8001 (the one we defined in step 4), and also get the elements
that correspond to the nginx server application (pods, services, deployment and

9.

replicaset).

Figure 32 — Edge device console
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Demonstration of the Cloud (and Edge) Data Analytics Service Management
components final release considers the following video demos:

- The first one shows the integration of the Cloud Data Analytics Service
Management components and COMPSs. We present two videos of this
integration made in M26, where the deployment of multiple workflows in the
Cloud using Rotterdam is shown:

o integrationcompssrotterdamconverted.mp4
o integrationcompssrotterdam_x2_- _part_1.mp4
integrationcompssrotterdam_x2_-_part_2.mp4

- The other demo shows the deployment and management of applications in
multiples Cloud and Edge orchestrators. There is also a video of this second

demo:
o rotterdammultipleorchestratorsconverted.mp4

These demonstrators are available at the CLASS intranet:

https://class-project.eu/user/login

A dedicated user has been created for demonstration purposes, with limited access to
deliverables and related videos. The credentials to access this service are the

following:
Username: EC_user
Password: @Hz.52gXXF#K23

After log in, click on “Intranet”, the demonstration videos and files of this deliverable
are located in “PU_D4-7Demo” directory.

For these demos we have used the Cloud platform deployed in the Modena Data
Center (described in section CLASS Cloud standalone environment in Modena Data Center),
and an Edge Device with Ubuntu 18 and 4 GB RAM. Figure 33 depicts the elements

used in these demos:
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Modena Data Center Cluster

“default” “class”

Pushgateway

e
Prometheus -
———r

Edge Device

“default”

Microk8
wi § w2 § v w2

Ubuntu 16/18 (master) {(worker) (worker) (worker)

4GB RAM 16 GB RAM 8 GB RAM 8 GB RAM 8 GB RAM
20 GB hard disk 80 GB hard disk 80 GB hard disk 80 GB hard disk 80 GB hard disk
CentOS 7.5 Cent0S 7.5 CentOS 7.5 CentOS 7.5

Figure 33 — Openshift (Modena Data Center) and Edge device used in the demos

Rotterdam, the SLA Lite and the monitoring tools are deployed in “default” project
(namespace) of the Openshift cluster (Cloud). These monitoring tools are gathering
metrics from the cluster and also the applications. COMPSs master application will
generate custom metrics using the Prometheus Pushgateway. Tasks deployed by
Rotterdam will run in “class” project.

A remote (Edge) device will be connected to Rotterdam, and will be used to deploy
there containerized applications. Tasks deployed by Rotterdam in this device will run
in “default” project.

5.2 Integration with COMPSs

This demo shows the integration of COMPSs and the Cloud Data Analytics Service
Management platform. First, a COMPSs master application was used to launch a set
of workers in the Cloud to run a workflow (see Figure 34). Then, two COMPSs master
applications instead of only one, were used to launch two workflows in the Cloud using
Rotterdam Caas APl Gateway. This demo includes the coordination of Rotterdam,
Openshift, the SLA Manager, COMPSs, the COMPSs workers, Prometheus, and the
Prometheus Pushgateway, and it shows the following features:

- Integration of Rotterdam, SLA Manager, Prometheus, Prometheus
Puschgateway and COMPSs.

- Execution of multiple COMPSs workflows in the cloud platform.

- How COMPSs workflows are automatically scaled based on the monitoring of
real time QoS objectives (SLAs) =» missed deadlines generated by workflow’s

tasks.
- How platform metrics can be viewed on Prometheus and Prometheus

Pushgateway.
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Modena Data Center Cluster

Rotterdam Worker 1
R 4 PushgatewaX‘O S —
* LL L)

.
. __ <
. oo
. -
. o

o’ ot Prometheus <-- SLALite T Worker 4

VM2 VM2
(master) (worker) (worker) (worker)

8 GB RAM
80 GB hard disk

16 GB RAM 8 GB RAM 8 GB RAM
80 GB hard disk 80 GB hard disk 80 GB hard disk
Cent0S 7.5 Cent0S 7.5 Cent0S 7.5 Cent0S 7.5

Figure 34 — Integration with COMPSs master application

The demonstration steps presented in the following subsection make use of five
different graphical interfaces and one console window:

- OKD-Openshift Web Ul of the Cloud platform

- Rotterdam Swagger Web Interface

- SLA Manager interface

- Prometheus and Pushgateway interfaces

- Console window of COMPSs master application

The recorded demo can be accessed in the following link:

integrationcompssrotterdamconverted.mp4

Step 1: Checking Prometheus metrics (min 00:25) - Prometheus Web Interface

10 Enable query hiatery

Execute - ingert matric at cursor - :]

Graph  Consoke

Elemment Value

no gatn
Remove Graph

|
)

Add Graph

Step 2: Launching COMPSs master application (min 00:35) — COMPSs master
application

E  root@bbbobd5Tabcdl: ~/dema

B <2> vagrant@vagrant.. BN <3> vagrant@vagrant.. B <4> root@®bbfba37abe.. @ <5> rsucasas@kubed:..

<1> vagrant@vagra
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Step 3: COMPSs workers deployed on Openshift platform (min 00:51) - OKD Web
Interface & COMPSs master application

" VmVPN_default_1570437452201_37342 [Corriendo] - Oracle VM VirtualBox

Ver Entrada Dispositives  Ayuda

P 4 Archive  Méquina
B <1i> vagrant@vagrant.. [ 2

Veb Console - Mo... [E

oOpenshift Web Console - Mozilla Firefox

File Edit View O Openshift v X | () Openshift Web O Openshift Wet & Prometheus Tir & Prometheus P rotterdam-si]

€ *_‘ “ ¢ & i) f hipsi/kubed

DEVICES @ M-swagger @ UM-Swagger (O OpenShift Web Cons...

& WorkloadManager

L File Syste

- Shared

PLACES

{2t vagrant

B Desktop

Fi Trash

NETWORK
Other Resources

F Brows

huabo9x2gm7ozfxpq12tjh1580460425260533619, #1

compss-app
= Image: unaipme/matmul:demo
4 Ports: 43001/TCP

Step 4: Rotterdam scales out the workers after violations (min 00:58) - OKD Web
Interface & COMPSs master application

B < 1> vagrani@vagra..

ift Wals Comsala - Mazilla Firafex

File Edit Ve o gpenshifivy X | () Opanshifiweb | () Openshiftweb ! | & Promatheus T & Prometheus P | roerdameslalite )= | [ RomerdsmCan | ) Opershifiwieb | O

£ « e @ & ubed . @ &

B Lv-Swagger () UM-swagger () Openshift Web Cors... € WorkioadManager

DEVICES

Other Resources

huab e@x2gm7oztepy] 2h 1580460425260533619, #1

compss-app

= image:ur
v Ports: 43

Step 5: COMPSs master updated metrics in Prometheus Pushgateway - 2 deadlines
missed (min 01:10) - Pushgateway Web Interface & COMPSs master application
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oy
- -] G - v A E T 7 =
- Prometheus Pushgateway - Mozilla Firsfox
Fie Edt Vi oy ogenshiftweb | () OpenshiftWeb | () Openshiftweb | & thews Tin | & 5% | Islite:1s | 52t | O
‘-"’J- s @ & D eway.192.168.7.28 xiplo - @ ¥
HRGICE @ tM-swagaer @D UM-Swagaer ) Openshift Web Cors... @ WorkloadManager
e File Systel
m teway Metrics
PLACES
fat vagrant (5] job="compss"
B Deskoop
Ei# Trash
HETWORK @ deadlines_missed_huaboSx2qm7oztpal2ih1580460425260533619 (I Trr T rier) COUNTER |ast pushed: 2
¥ EBrowse Nl
Labels Value
job=-compas” B Z

Step 6: Checking SLA (min 01:30) — SLA Manager Web Interface

§ Prometheus P rotterdam-slafic. 3 | [ Romer

O Openshife Wik D Openshift web D OpenShift Wel & Promatheus Tir

[ O = i : : 3 wigin
B ta-Swagger B UM-Swagger D Openshift web Cors. S WorlloadManager
J50H  RawData  Headers

Save Copy Collaps= &l Expand All
Ll

starsead

202081

202001 -3

musbolxdgaTozrTxpgllt jR1SEDAGAA2SIEHEI361T

Step 7: Rotterdam continues scaling out the workers after more violations are

generated (min 01:42) - OKD Web Interface
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Other Resources

huaba9x2qm7ozipg]2tjh1580460425260533619, #1

Compss-app

= Image: unaig

A

4 Ports: 43001 TCP

Step 8: Checking COMPSs workers ports exposed by Rotterdam. These ports are used
by COMPSs master to execute the workflow tasks (min 02:28) - Rotterdam Swagger
Web Interface

O Opershiftweb . | () Opershiftweb . | () OpenShift Wek & Promethes Tir # Prometheus Fu rotterdam-slakbe. 1  otterdam-c x| ) Openshiftweb | ) OpensShift wi

€ oo D ronerdan Ao s ochigeTATas FIEEE L n @

© Swagger () UM-Swagger () Openshift Web Cons... (B WeeklaadManager

curl =X GET “http: L .192, 153, xip.defapl/ vl decks/ ta =H “accept: applicatics

Requast URL

Server response
Code DBetails
200

Response body

hon -n:wu nythl.m Ier:.mn
irtwalenvi lm-ent true -Dc
demo

port” 25013,
B0A60425200!
port” :258014,
B460425260533619 - 62

integrationcompssrotterdam x2 - part 1.mp4

integrationcompssrotterdam x2 - part 2.mp4

Step 1: Launching COMPSs master A application (min 00:33) — COMPSs master
application A
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B <2> root@g46226dded.. B <3> rsucasas@kubed:..
] Matmul 15 15

= rootfE96468ac39f8: ~/demo
B <1> rootd@e96468ac39..,

master

Step 2: Launching COMPSs master B application (min 00:35) — COMPSs

application B

Step 3: Rotterdam deploys in “class” namespace the workers of the two workflows

(min 00:39) - OKD Web Interface

pods

k compss-app

= image:

Pt

Step 4: Rotterdam scales up the number of workers of the two workflows after getting
violations from the SLA Manager (min 01:04) - OKD Web Interface
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Other Resources

weect3mB32we 15807464190 1) pods

V| fiwTgsniadsfaibsiwlec1S80746417824538167, #1

Compss-app
® Image: unaipmematmul demao 1 ;;
5 Ports: 43001/TCP

Step 5: Prometheus shows the metrics that generated the violations (min 02:01) -
Prometheus Web Interface

(O OpenShift Wb Consale % | O Opeshift Web Conssie X | 8 Prometheus Time Series ol % | @ Pron{gheus Pushoateway % | [ Romerdam-Caas [Swagger L X | romerdameslalne1921687.285 % | +
[ D Hipo " R0 £ i i5a: e o @ 1Y nm®& =
@ v-swagger @ umt-swapger () Openshilt web Cons_ @ WorkioadManager

di sed_riiwTganfB4staibspwiec! 5807464 173824538167

Exscule deadiines_missed_shwlg 3nj
Graph Console

i pec_2IwT gt s e | SH07 46417245551 7 [0 "compas}

Remove Graph

Step 6: Two SLAs were created. One for each workflow (min 02:29) — SLA Manager
Web Interface

Q) Openshiftwish Console % | (D Openshifiweb Console 3 | & Frometheus Time SeriesCol X | @ Frometheus Pushgateway X | Mem-tuslsnmer'. X | roterdameslafive 1 SR 168,728 X
L < T sipin - @ iy

B m-swagger © uUM-Swagger O} Dpenshify wWeb Cors... ) WarkicadManager
[FON  RawDaza  Headers

Swve Copy Collspse Al Espand All

Step 7: Violations are shown in master B application console (min 03:095) — COMPSs
master application B
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B <1 roct@es BN 2> rool@e462260000. BN <3 rsucasas@iubos

2251; Expected start time:
2734; Expected start time:
295a; Expected start time:
3937; Expected start time:

: Deadline mas been mizsed for task 3 on resource Cloud-worker-1.2 (Start time:
adline has been missed for task 4 on resource cloud-worker-1.3 (Start time:

¢ Deadline has been micsed for task § on resource cloud-worker-1.8 (Start time:
RNING: Deadline has been missed for task 6 on resource cloud-worker-1.1 (Start time:

This demo shows the management of multiple orchestrators and applications from
the main Rotterdam instance deployed in the Cloud Data Analytics Service
Management platform from Modena Data Center. This demo includes the
coordination of Rotterdam, Openshift, Microk8s, the SLA Manager and Prometheus.

Modena Data Center Cluster

Ubuntu 16/18 (master) (worker) (worker) (worker)

4GB RAM 16 GB RAM 8 GB RAM 8 GB RAM 8 GB RAM

20 GB hard disk 80 GB hard disk 80 GB hord disk 80 GB hard disk 80 GB hard disk
Cent0S 7.5 CentOS 7.5 Cent0S5 7.5 Cent0S 7.5

Figure 35 — Management of multiple clusters and applications

The following features are shown in this demo:
- Management of multiple infrastructures: main cluster’s orchestrator and one

Edge device
- Deployment of a MicroK8s orchestrator in an Edge device
Execution of multiple applications in the Cloud platform and in the Edge device

The demonstration steps presented in the following subsection make use of two
different graphical interfaces and one console window:

- OKD-Openshift Web Ul of the Cloud platform
- Rotterdam Swagger Web Interface
- Console window of the Edge device
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5.3.1 Demo

rotterdammultipleorchestratorsconverted.mp4

Step 1: Check existing Rotterdam tasks (min 00:34) - Rotterdam Swagger Web

Interface

IO cpenshiftwebconssle x| Q) ope xlc rck aas[smggerux|+

<:>-9 c @ @ rotterdam-ca2s.192.168.7.28 xp.iakswaggeruiraskigeAlIRotterdamasks ) tz] n o g
/O Openshiftweb Cons... () Kubernetes Dashboa...

[ 5

/tasks Retums all the current Rotterdam tasks (from all infrastructures / clusters)

Returns all the current Rotterdam tasks (from all infrastructures / clusters)

Parameters

No parameters

fis]
Response content type | application/json v

Responses

Code Description

Step 2: Check existing infrastructures / orchestrators managed by Rotterdam (min
00:59) - Rotterdam Swagger Web Interface

imec infrastructure operations

E /imec Retums all infrastructures

Returns all infrastructures.
Parameters

No parameters

Execute

[x (.DAD"OG

Code Description

200 Rotterdam Infrastructures

Step 3: Getting IP address from Edge device (min 01:34) - Edge device console
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Bl <1> vagrant@vagrant.. BN <2> cnd

11i 8

16.8.5.12

RUHNIN

Step 4: Creating a new infrastructure / connection to the Edge device (min 01:49) -

Rotterdam Swagger Web Interface

nfrastructung

Fimec Creates anew

Creates & new miretr

Farameters

Name Descriptien

infr *
Edit Vialue Model

"hase": “Nase',
“deseription™: "Infrastructure description®,
“EypeT “microkis”,
"s0™: "whuntuls",
“defaultbock™: “deffjalt™,
“hostIP=: “192.168.1.12%,
“hestPort™: 12,
"USer=: “USer_name",
y "password”: “user_password"

Step 5: Check existing infrastructures / orchestrators managed by Rotterdam (min
03:23) - Rotterdam Swagger Web Interface
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T |

Responses Response content type | ap

curl -X GET “http://rotterdan-caas.192.168.7.28.xip.io/api/vl/imec" -H “accept: application/json”

Request URL

tterdam-caas.192.168.7.28.x: pi/vl/imec

Server response

Code Details

2! Respense body

jwgsmxc37bvggj6edph”, “nane" : "vagrant-
faultDock™: “de-

ine ane’ au ableid" : "INFRASTRUCTURE_CLUSTER", “description”:"Hain clus-

tel ype’ penshif nshiftoauthTok hchLOlJ&UlIJN:Isl- pZCI ey)) pclnlﬂlird\ﬂlimildwzL3NlLnZpYZVhVZNvﬂNEOIx\flIBV.\ZKJuZ Rl(ySphySzB(J?ile

Njb3Vud(SuYWllc3BhY2U; hGFz(ylslwtl\‘lwhl\szmumvdvydll]MJ\"Blhm!v(.?\f](lVBI.IShMMlDLl]hﬁFx:ylhzﬂltdﬁsrhﬂfallrdlﬂllﬂ rdW)1caSldGYzLalvLINLenZpY 2VhY2NvdWSOLINLcnZpY2UtYWNjb3vu

dCSUYWLLTj oiY2xhc3MEYXBWI du asv;ulnm\:ysphyszzx:lzamlmlhsuwr.sxz)uzmlLlf]vzsl.bnoumu)nmlznngsnrvtnE1nnxmmtmnnnmuﬂwznrgzmu;lwuau;ununzdwtnnulcnzpvzuhrzuvw
5B0mNsYXNzZOmHSYXNZLWFwcCIS. s92vaDg7 TKTdn3X365wOUDBgESHIRL TWptoiZe 1 Fkx-

13ZKuJu221 zXgP6J4PeCh301916CuYyxAgRrogVERK IV fSFDIWBbODONS gVt LACS L V82365 adnXazZ8 ANGhznS THEL TECWS 10 fESPU3baRdRMVX\y LiSBHZpnUpVwgVE L SvheHcoySndvM7L6dTBugIc) Fat fS5v_2WT filxr_cKhlyXov_uR
EWVCBBLLGM2UHZIEX00AY0ABXwhLvhgI3yi8h3C L rue IKMLhsBISaYrol LszukNgxJu-

ct0CaRuslgkg6Ews_SYObiv0shjpYilnNgnZFrolgrGyjEQ” , “kubernatesEndPoin ttp://192.168.7.28:5001" op!nsluﬂ!ndl‘cmt" “https://192.168.7.26:8443", "slaliteEndPoint”: "http: // Download
slalite.192.168.7.28.xip pronetheusPushgatewayEndPoint™: "http: //pushgateway.192.168.7.28.xip. io”, "status” : "RUNNING"}1 }

Step 6: Deploying a MicroK8s instance in the Edge device (min 03:33) - Rotterdam
Swagger Web Interface

/imec/{id}/cluster Creates anew cluster &

Creates a new cluster

Parameters Try it out

Name Description
i * required id of the infrastructure
string
ipath)
infr * reauired

Example Value = Model
(bady)

Step 7: Checking Rotterdam logs — MicroK8s installation (min 05:24) — OKD Web
Interface

Step 8: Deploying an nginx server application on the Edge device (min 07:15)
Rotterdam Swagger Web Interface
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m /tasks Creates a new Rotterdam Task

Creates a new Rotterdam Task

Parameters

Hame Description

task * reauln
body) Edit Value | Model

{
"i ngdnx=ape”
"class”, E

el et TogKanyPods ",
Sioata Bow thsk if cluster pods > 50~

"de:cr;ptﬁh": scale

Step 10: Nginx server application from Edge device (min 09:20)

C ® D fer ; 512ipio
O OpensShift Web Cons... ) Kubernetes Dashboa...

Welcome to nginx!

If you see this page, the nginx web server is successfully installed and working.
Further configuration is required.

For online documentation and support please refer to nginx.org.
Commercial supportis available at nginx.com.

Thank you for using nginx. b

Step 11: Deploying an nginx server application on the main cluster - Openshift (min
10:02) - Rotterdam Swagger Web Interface
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P eI e
— e —
— o g
= = = .
= = —= —
= _ = —
= ]
— e —
pe—— e

O OpenshiftWeb Cons.. (@ Kubernetes Dashboa...

Name

task * required

(body)

Description

Edit Value  Model

"description”: “scale down task if cluster pods > 50
3

“replicas”: 2,
“containers": [
(

s IR
inage": “nginx”,
ports: [ 1

| e,

Cancel

Parameter content type

[ application/json = ]

Step 12: Checking tasks deployed on the Openshift device — “class” namespace /
project (min 10:25) - OKD Web Interface

Other Resources

cauhidifez1594739776142822127, 41

Spcauh 2idiMez1594739776142822127

Boutes - Exernal Traffic
hupetiusxhwmfadSpcauh2idifez] PR473I9776142822127.192 1687 28 xip jo =

Step 13: Nginx server application from Openshift - “class” namespace (min 10:37)

€ I Gy

2.168.7.28.xpio

O Openshift Web Cons... () Kubernetes Dashboa...

Welcome to nginx!
If you see this page, the nginx web server is successfully installed and working.
Further configuration is required.

For online decumentation and support please refer to nginx.org.
Commercial support is available at nginx.com.

Thank you for using nginx.
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[

This deliverable reported on the work done in WP4 from M16 to M29, and the
contributions done by ATOS to WP3 during the same period. The target at milestone
MS3 of tasks 4.2 and 4.3 has been successfully achieved and documented in this
deliverable: A cloud and edge environment for data analytics service management and
scalability. The same applies to task 3.2, “Develop, experiment and evaluate edge
platform agent for analytics”.

This deliverable also presented the code, guides and the instructions to install and
manage the complete Cloud and Edge environment platform, including use examples
and two demonstrations (videos), one of them made to the project team in Madrid’s

face to face meeting (February 2020).

The progress done in the last two milestones will pave the way for the next phase
where the goal will be evaluating the Use Cases using the Cloud and Edge platform
environment presented in this deliverable. For this purpose, we will continue the
development and improvement of the platform.
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